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Abstract  

        Hunger relief is one of the major needs during humanitarian emergencies. Georgia Mountain 

Food Bank’s (GMFB) is to address hunger, health and quality of life by serving those in need throughout 

North Georgia. GMFB is invited to participate in this project by providing data on the “People in Need” 

program. GMFB provides the demographic and food picking up information for FY17 & FY18. The data are 

completely anonymous without any ethical concerns. GMFB would like to obtain a better understanding 

of the data through mathematics research and analytic study with this project. 
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1. Introduction  

       Georgia Mountain Food Bank (GMFB) is a non-profit organization which mission is to address 

hunger, health and quality of life by serving those in need throughout North Georgia. GMFB provides a 

vital link between sources of food supplies and hardworking community-based partner agencies who help 

get the food into the hands of families and individuals who need it. Whether it is distributing food or 

serving the community through outreach programs, initiatives and resources.  

This project works as a senior project for the undergraduate research of the student author. The 

goal of the project is to find out if Hall County and other counties need new service stations across North 

Georgia.  The studies are based on data taken from 2017 and 2018.  The data includes the following 

variables: date, time, number of people in the households, number of seniors and children, street number, 

street name, city, zip code, county, phone number, pounds, second visits, and benefit packs.  There were 

367 entries for the year 2017 and 409 entries for the year 2018. The statistical methods of data cleaning, 

box plots, hypothesis testing, multiple linear regression, logistic regression and decision tree are applied 

to explore the data. These different tools and techniques are used to visualize the data, test its 

significance, identify the significant factors, and help GMFB to make decisions.  

The first steps were to clean and organize the initial data.  To deal with the missing data, zeros 

were added for the “Senior” and “Children” columns where there were blanks before. If any “pounds” 

data was missing, it was replaced by the average in that respective column to fill in the missing value. A 

new column titled “Adults” = “Household” – “Seniors” – “Children” was created.  The next step was to 

organize the data into four tables on Excel to further organize and categorize the data. After cleaning data, 
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four data sets were generated. Those are the data set for the first half of the year 2017, the data set for 

the second half of the year 2017, the data set for the whole year of 2017, and the data set for the year 

2018. 

2. Experimental Section

2.1 Comparison of Mean Pounds by Boxplots 

   By using boxplots to compare the means of the “Pounds” columns, the categories in which the 

groups coincide or differ can be visualized. The boxplots of the hall county versus other counties in 

terms of the “Pounds” variable for the year 2017 and the year 2018 are shown in the following Figure1 

and Figure2. Based on the boxplots, it shows that the mean pound between hall county and other 

counties is pretty close for both FY2017 and FY2018. To look into more details of the data, the boxplots 

of the hall county versus other counties in terms of the “Pounds” variable for the first half and second 

half of 2017 are shown in the following Figure3 and Figure4. The figures indicate the mean pounds are 

similar during the first half-year of 2017 but look somewhat different during the second half-year of 

2017. 

Figure1: Boxplot of 2017 Figure2: Boxplot of 2018 
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Figure3: Boxplot of the first half of 2017 

 

Figure4: Boxplot of the second half of 2017 

 

         To take a more in-depth look into the result, the hypothesis testing of the difference of two 

means method is used for the above four cases, respectively.  The hypothesis testing goal is to test the 

significant difference in the mean weight of foods people picked up at GMFB between hall county and all 

other counties to determine whether new service locations are needed or not.  If H0 is rejected, then 

new service locations are needed.  To do the hypothesis test, both the software Minitab and R are used.  

Next, the independent t-test is applied for each of the four tables with hall county versus other counties. 

The results are showed in the following Table1. Here 𝜇1 represents the mean pound for hall county,  𝜇2 

represents the mean pound for all other counties. 

 

 

Time Period 

 

Ho 

 

Ha 

Paired T Hypothesis Test Output  

Statistical Conclusion T-Stat P-value 

FY17 𝜇1 = 𝜇2 𝜇1 ≠ 𝜇2 1.79 0.077 Not statistically significant 

FY18 𝜇1 = 𝜇2 𝜇1 ≠ 𝜇2 -0.87 0.386 Not statistically significant 

FY17 

Jan - Jun 

𝜇1 = 𝜇2 𝜇1 ≠ 𝜇2 -0.05 0.959 Not statistically significant 

FY17 

Jul - Dec 

𝜇1 = 𝜇2 𝜇1 ≠ 𝜇2 2.68 0.009 

 

Statistically significant 

Table1: Hypothesis testing results of the mean food weight between hall county and other counties. 

Based on the P-values of the hypothesis testing for the difference of means, all the results are 

consistent with the boxplot results. The hypothesis tests help to get an even more in-depth look at the 

data.  

These tests give more details than the boxplots and help to determine the statistically significant 

data. During both FY17 and FY18, the results are not statistically significant even the pattern was slightly 
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changed during the second half of 2017. It may be due to the seasonal demands. Overall, the food bank 

has reasonable service locations, and they do not need to set up new locations in other counties.   

2.2 Identifying Significant Factors 

Other interesting questions are raised to draw GMFB’s attention such as “How to identify the 

family who needs help?”, “How to prepare the food amount according to different family types?”, “Any 

information indicates the second visit?”, “In general how much food should we prepare for the first visit?” 

By developing appropriate models, we can narrow the full range of data to a few critical predictor 

variables. Furthermore, we can probe the answers for the above questions in which GMFB can focus its 

efforts. 

2.2.1 Linear Regression Model 

To find the connection between the number of family members and the picking up food 

weight, a multiple linear regress model is built with the following form: 

𝑦 = 𝛽0 + 𝛽1 ∙ 𝑥1 + 𝛽2 ∙ 𝑥2 + 𝛽3 ∙ 𝑥3  

Where y is the food weight, 𝑥1, 𝑥2, 𝑥3 represent the number of seniors, the number of children, and the 

number of adults in a family, respectively. 

After applying the model to both the FY17 and FY18 datasets, we get the results as shown 

in Figure5 and Figure6. 

Figure5: Linear regression model of FY17 Figure6: Linear regression model of FY18 

In above Figure5 the results of the regression analysis of FY17 show that the P-value for 

“Seniors” is 0.543, the P-value for “Children” is 0.000, and the P-value for “Adults” is 0.003. This means 

that “Children” and “Adults” are statistically significant to “POUNDS” because both of their P-values are 

less than 0.05.  The adjusted R squared value for this model is 6.27%. Therefore, we are unable to use 

this model to predict pounds because the R-squared value is not plausible. The linear regression model 

of FY18 has the same problem since its adjusted R-Squared value is only 5.51% (Figure6).  After checking 

the Fits and Diagnostics for Unusual Observations and the Residual Plots (Figure7 and Figure8), the lack 
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of fit is because the data has too many unusual observations causing the data not to follow the normal 

distribution. We can solve the problem by removing the unusual observations, but it needs more data to 

improve the model’s accuracy.  Other models may be selected to research the relationship between the 

response variable “POUNDS” and the predicted variables for future studies, such as polynomial regression 

or nonlinear regression.  

 

    Figure7: Residual plots of FY17 

 

                Figure8: Residual plots of FY18 

 

2.2.2 Logistic Regression Model 

To answer the question about the second visit of GMFB, we set the response variable as the binary 

of 1 or 0, which means the family will have the second visit or not. The ideal model when predicting a 

dichotomous categorical variable would be logistic regression. Here, the logistic regression model is used 
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to reduce the number of independent variables by removing variables that are not impactful in resulting 

in the second visit to GMFB. 

For all models, the same training set and testing set are used. The training set and testing set are 

split in the way that the training set contains 70% of the dataset while the testing set contains the 

remaining 30%. 

Figure9: Logistic regression model of FY17 Figure10: Logistic regression model of FY18 

After applying the logistic regression with significance level 0.05, “POUNDS” is statistically 

significant to the “2nd Visit”, which indicates the food weight people pick up during their first visit will 

affect the potential 2nd visit. Although the types of people in the household, including seniors, children, 

and adults are not statistically significant with effect to the 2nd visit, we can see their p-values are in the 

order of children <adults<seniors.  This indicates the influence to affect the 2nd visit will be 

children>adults>seniors. To avoid overfitting and to calculate the model accuracy, FY17 data has been 

split as 70% training and 30% testing. The model accuracy is 93.7% based on the confusion matrix. It 

indicates that we can use this logistic model to predict the 2nd visit based on “POUNDS”. 

 Similarly for the FY18 data, “POUNDS” and “Adults” are statistically significant to the “2nd Visit”, 

which indicates the amount of food weight people pick up during their first visit will affect the potential 

2nd visit, and the number of adults in the household will also affect the potential 2nd visit. Although the 

types of people in the household except “Adults” are not statistically significant to affect the 2nd visit, we 

can see their p-values are in the order of adults<seniors<children.  This indicates the influence to affect 

the 2nd visit will be children<seniors<adults. To avoid overfitting and to calculate the model accuracy, FY18 

data has been split as 70% training and 30% testing. The model accuracy is 94.9% based on the confusion 

matrix. It indicates that we can use this logistic model to predict the 2nd visit based on “POUNDS” and 

“Adults”. 

2.2.3 Decision Tree Model 

 Finally, a decision tree model is used to visualize the prediction of the second visit.  Meanwhile, 

it is the second classification model applying to our data. We can compare its result with the previous 

logistic regression model. 
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Figure11: Decision tree model of FY17 

 

             

              From the above Figure11, again, the decision tree model results of FY17 show that 

“POUNDS” is statistically significant to the “2nd Visit”, which is consistent with the logistic regression 

results. The model predicts that if the household picks up food at least 16.4 pounds during the 1st visit, 

then the probability that they will come to have the 2nd visit is 0.04; if the household picks up food less 

than 16.4 pounds during the 1st visit, then the probability that they will come to have the 2nd visit is 0.65. 

This provides the valuable input of the number “16.4 pounds” for the question “In general how much 

food should we prepare for the first visit?” 
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Figure12: Decision tree model of FY18 

For the FY18 data, the decision tree model results show that “POUNDS” is the most 

important variable to affect the “2nd Visit” and the “Adults” variable is the next influence one. This is 

consistent with the logistic regression results.  If the household picks up food of at least 19.5 pounds 

during the 1st visit, then the probability that they will come to have the 2nd visit is 0.02.  If the household 

picks up food less than 19.5 pounds during the 1st visit, then “Adults” is the second most important 

variable to affect the 2nd visit. If the number of adults is more than 2.5, then the probability that they will 

come to have the 2nd visit is 0.54. If the pounds for the 1st visit are less than 19.5 and the number of adults 

is less than 2.5, then we need to consider the pounds again for the next step.  

3. Discussions and Future Study

Through different statistical methods and analytic studes, this paper shows how the Mountain 

Food Bank’s data can be used to answer the following questions:  

1. If new service stations are needed in the north Georgia area?

Both the boxplots and hypothesis tests show that the current service locations are quite reasonable in

the area for both 2017 and 2018. So new service stations are not necessarily needed.

2. How to identify the family who needs help?

The logistic regression reveals that the second visit is affected by the number of particular family members.

For example, the number of kids is significant to the second visit in 2017 and the number of adults is

significant to the second in 2018.

3. How to prepare the food amount according to different family types?

Unfortunately, the multiple linear regression does not work well due to the lack of fit caused by too many

unusual observations. The problem could be fixed by increasing the sample size or by trying other

nonlinear regressions.
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4. Does any information indicate the second visit? 

The number of household members and the food weight picked up during the first visit can be used to 

predict the probability of the return. The suggestion for GMFB to prepare for the second visit is to record 

the information of the household during their first visit. 

5. In general how many foods should we prepare for the first visit? 

Both the logistic regression and the decision tree show that if the household does not pick up enough 

foods during the first visit, then most likely it will lead to the second visit. The decision tree model reveals 

the magic number is 16.4 pounds in 2017 and 19.5 pounds in 2018. 

For future studies, the authors will build other statistical models to explore the data. The authors 

will also work with GMFB to analyze the FY19, FY20, and FY21 data.  Especially for the FY20 and FY21 

data to find out the influence of Covid-19. 
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